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Why?

§ Provide visualization of cluster and job performance metrics 
for supercomputing sized systems.
‣ System Administrators get an overall 3D View
‣ Users get a 3D View and 2D Web view

§ CView is a interactive 3D graphics engine designed for use in 
displaying large scientific data sets.

§ NWPerf is a performance metrics gathering and routing 
system.
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Architecture Diagram
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Cview Applications

§ Interactive 3D Visualization System
§ System Views of short or long term data
§ Can display multiple types of data,

‣ CView datasets, static or web
‣ Graphite queries
‣ (x,y,val) data similar to gnuplot
‣ Streaming data, such as collectl

§ Status dashboards of multiple clusters
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Cascade System Graph
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Cascade Job Graph
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Cascade 2017 CPU User Graph.
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NWPerf Web Application

§ User Focused
‣ No software to install
‣ User friendly interface
‣ Specifically designed around jobs
‣ Jobs performance automatically stored

§ Originally based on NWPerf
§ Migrated to Graphite backend
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Questions?

NWPerf – https://github.com/EMSL-MSC/NWPerf
Cview – https://github.com/EMSL-MSC/cview
Collectd – https://collectd.org/
Graphite – https://graphiteapp.org/
Grafana – https://grafana.com/



Thanks!
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